ON THE ETHICAL VIABILITY OF ARTIFICIAL MORAL SUBJECTS IN VIRTUAL WORLDS

ABSTRACT: 
This essay tackles the question of whether (or, rather, under which circumstances) it would be ethically viable to implement artificial intelligences that are worthy of moral consideration in virtual worlds. In particular, it focuses on virtual worlds such as those that can be currently encountered in digital games and training simulations, that is to say interactive and persistent digital environments that are currently and almost exclusively designed to fulfil specific human needs (such as entertainment, education, persuasion, etc.).
The essay opens by introducing the criteria for moral inclusion that will frame our inquiry. On those foundations, we explore whether it would constitute an immoral action (on the part of the human creators) to implement artificial intelligences that are entitled to moral consideration in virtual worlds. Following the introduction, it provides three conceptual lenses that are borrowed from classical ethics: the problem of parenthood and procreation, the question concerning the moral status of animals, and the classical problem of evil.
With the help of a thought experiment, the concluding section of the essay proposes a quasi-contractualistic answer to the question motivating this essay. Additionally, it emphasizes the potential need for reframing our understanding of the design of virtual worlds as well as their future stakeholders.

1 – INTRODUCTION:
Who or what is entitled to moral consideration? The criteria for inclusion in a ‘moral community’ are typically implicated with a broad and intricate range of socio-cultural factors. As such, the question of ethical relevance cannot be approached as one that can be determined (or answered) in a univocal and exhaustive manner. In the context of the history of Western thought, criteria for ethical relevance have consistently relied on the presence of certain cognitive and intellectual capabilities[footnoteRef:1]. The adoption of criteria founded in the ability to exhibit awareness and rationality, however, exclude specific groups of human beings from being considered moral subjects. Infants, severely mentally disabled people, Alzheimer’s patients, or people in a coma are often mentioned as problematic cases that invite the question as to how rational a rational being must be in order to be recognized worthy of moral consideration.  [1:  As a case in point, Socratic ethics has frequently been characterized by scholars as ‘intellectualistic’, as it treated questions and issues concerning ethics and virtue as matters of knowledge and self-knowledge. In Plato’s writings, Socrates argued that only our rational faculties (and not emotions or instincts) should determine our ethical decisions (Frede 2017). In his Nicomachean Ethics, Aristotle similarly claims that, among living things, only humans are responsive to reason, and that it is precisely because of those intellectual capabilities that they can bypass and suppress emotions and pursue virtues (Aristotle, NE 1098a).] 

Dissatisfactions with criteria for moral inclusion that are based on cognitive and intellectual capabilities (and its inherent anthropocentrism), thinkers such as Angus Taylor (1996) and Peter Singer (2002) recommended the adoption of sentience as the principle determining whether a being can be considered morally relevant. Opting for sentience as the ground on which to establish moral inclusion means, in extreme synthesis, to argue that if something can suffer, it would be ethically wrong to take intentional action to make it suffer unnecessarily[footnoteRef:2]. [2:  It is important to clarify that the descriptor ‘unnecessarily’ is used in this sentence in a way that relates to Singer’s utilitarian position. For Singer (2002), in fact, there are situations in which the pursuit of the greater utility for the moral community can make the deliberate exertion of violence permissible.
] 

Extending the range of the sentience-based approaches to morality, this paper embraces the idea that the necessary condition for moral relevance is not sentience per se, but rather that of having interests (Neely 2014, 2). According John Basl’s definition, the interests of a being “are those things the satisfaction of which contributes to its welfare or well-being, and the dissatisfaction of which undermine or frustrate its welfare” (Basl 2012, 4-5). In her work, Erica L. Neely proposes to focus on the specific interests expressed by an entity concerning preserving its own autonomy and bodily integrity, where the latter refers to the possibility of continuing one’s own existence undisturbed and unharmed. From this standpoint, she argues, pain is only a particular way of expressing (and detecting) those interests, a way that is specific to the welfare of biological moral subjects (Neely 2014, 3).
Before we continue, it is important to point out that, in her work, Neely does not indicate with precision what she means by ‘autonomy’. We can assume that she is (in line with common use as well as the Greek etymology of the term) is referring to the capability for self-regulating: the condition of being free from external control or influence. As the use of this term is central to the scope of this essay, we propose to frame it in a way that is less vague and nominal. We propose to understand of ‘autonomy’ as a notion that that does not indicate the state of absence of- (or liberation from-) limitations and interdictions, but refers to the possibility for an individual to volitionally self-fashion and self-determine in relation to the limitations and interdictions that characterize being-in-a-world.
Following Neely, we propose to adopt specific interests in maintaining one’s autonomy and integrity as the basic criteria for being considered morally relevant. This decision is motivated by its greater inclusivity when compared to other principles currently guiding moral inclusion. A second reason for embracing the just-outlined understanding of the notions of ‘interest’ and ‘autonomy’ as the criteria for moral inclusion is that, in its moving beyond a bio-centric conception of ethical relevance, it allows for the ethical consideration of artificial intelligences[footnoteRef:3]. From this standpoint, the wider concept of ‘damage’[footnoteRef:4] can suitably extend the notion of ‘suffering’ that was proposed in the ‘sentience’ approach (Floridi & Sanders 2001; Neely 2014). In the case of artificial moral agents (that is, general artificial intelligences that can be considered ethically relevant), the very notion of a ‘body’ that Neely employs in her articulation of what constitute ‘interests’ might be ambiguous and potentially exclusionary. This approach could be made more useful and inclusive by assuming that, at a minimum, beings have an interest in continuing to exist (regardless of their having a body or being in a body). [3:  With ‘artificial intelligences’ in this essay, I nominally refer to agents that are generally intelligent: that are not task-specific or exclusively designed to be implemented within a specific digital environment (see Togelius & Yannakakis 2016).]  [4:  The notion of ‘damage’ invoked in this discussion does not simply refer to physical harm on the impairment of certain functionalities. The way ‘damage’ is invoked in this discussion on ethics indicates disrespecting the bodily integrity and/or the independence of a certain autonomous moral subject. To be sure, an electric wheelchair or the battered laptop we are writing this essay on cannot be considered either autonomous or moral subjects as they lack the ability to formulate preferences and goals for themselves, or interests of a psychological kind (see Basl 2012).
] 

2 – ON ARTIFICIAL EVIL AND THE MORAL CONSIDERATION OF ARTIFICIAL AGENTS:
Evil is defined as the most comprehensive expression of moral disapproval. (Floridi & Sanders 2001, 55) Philosophical reasoning on ethics traditionally distinguished two types of evil, namely ‘moral evil’ (ME) and ‘natural evil’ (NE).
· Moral evil presupposes autonomous subjects who, having sufficient information about a given situation, act intentionally. In other words, moral evil is the kind of disapproval we can direct towards subjects who can be considered morally responsible for their unethical actions.
· Natural evil refers, instead, to the actions of non-autonomous agents. This is, for example, the case of natural disasters such as earthquake or floods. The descriptor ‘natural’ often indicates a kind of evil that arises independently of human intervention in terms of prevention or control.
Luciano Floridi and J. W. Sanders observe that advancements in the development of science and technology are progressively blurring the boundaries between NE and ME (Floridi & Sanders 2001, 59). They claim that, in advanced societies, 
“people are confronted by visible and salient evils that are neither simply natural nor immediately moral: an innocent dies because the ambulance was delayed by the traffic; a computer-based monitor ‘reboots’ in the middle of surgery because its software is not fully compatible with other programs also in use, with the result that the patient is at increased risk during the reboot period.” (Floridi & Sanders 2001, 59)
When framed through the classical separation between ME and NE, evil actions that involve moral subjects (ambulance drivers, surgeons) as well as non-morally accountable agents (the traffic, the computer-based monitor) are problematic to neatly categorize. These indeterminate situations reveal the obsolescence of the traditional conceptualization of evil (one that developed over periods in human history when the intercession of technology in human practices was understood as merely instrumental, and moral concerns were solely framed in term of human or divine responsibility).
In relation to Floridi and Sanders’ 2001 essay, we consider it relevant to observe that the two authors implicitly limit their claims to actual actions (i.e. actions that take place in the actual world). More specifically, the way they conceptualize and exemplify moral agency systematically refers to actions performed in the world that we share as biological organisms, and does not involve actions that are carried out, for example, in the digital environments of computer games. As a consequence, Floridi and Sanders do not address the specific kinds of behaviours and evils for which artificial intelligences in virtual worlds could be considered moral agents or moral patients[footnoteRef:5].  [5:  In their 2004 essay “On the morality of artificial agents”, however, Floridi and Sanders discuss the possibility of artificial intelligences that are entitled to ethical consideration. They do so in a cursory fashion that is instrumental to framing the moral accountability of human beings in their roles as users and designers of software.] 

The ethical focus on human agents (like the one that was just identified in the work of Floridi and Sanders) is symptomatic of what Bostrom and Yudkowsky indicate as “the wide agreement that current AI systems have no moral status” (Bostrom & Yudkowsky 2014, 7). As a case in point, they observe that, in our present-day stage of technical development, we customarily modify, copy, terminate, delete, or use artificial intelligences or parts of them without considering those actions as having moral implications (ibid.).
The reflections presented in this essay revolve around the question of whether (or under which circumstances) it would be an evil action for human beings to implement artificial intelligences that are entitled to moral consideration within interactive virtual worlds such as those of digital games and training simulations. Those artificial worlds are currently (and almost exclusively) designed with human goals in mind, for example to entertain, educate, train, and persuade humans. The reason behind this specific focus in our essay emerges from our intention of assessing the ethical viability of creating morally accountable artificial beings that would, by design, lead heterotelic existences. 

3 – ON ACTUAL EVIL IN VIRTUAL WORLDS
The technical possibility to produce artificial subjects that are conscious, or that will eventually be able to self-iterate into artificial consciousness, is a recurrent, polarizing theme in the present discourse surrounding artificial intelligence (Floridi 2016). Whereas some foresee a future for humanity that is going to be inevitably shared with conscious machines – a scenario that we should urgently start to prefigure the social implications of (see Makridakis 2017) – others, like Floridi, consider the forthcoming emergence of general artificial intelligence to be an “utterly implausible” scenario (Floridi 2016).
As anticipated in the introduction to this essay, the next step in the development of our argument will be articulated with the help of a thought experiment. In this speculative exercise, we ask the reader to imagine a situation in which artificial moral subjects[footnoteRef:6] are not only technologically accomplished artefacts, but are already actively inhabiting the virtual worlds of our digital games and training simulations. Our thought experiment could be phrased as the following question: assuming that general artificial intelligences entitled to moral consideration were technologically possible, would it be morally viable to implement them in a digital game world? In other words, what we are trying to articulate in this essay is whether it would be an evil act for human beings to implement artificial intelligences entitled to moral consideration in virtual worlds that are exclusively designed with human goals in mind (such as entertainment, education, persuasion, etc.)  [6:  As already introduced, this essay considers a moral subject to be an entity capable of autonomously having and pursuing the kinds of interests that were discussed in sections 1 and 2.] 

In the ways they are currently designed, the virtual environments of digital games and training simulations tend to feature aspects of danger and suffering for its artificial inhabitants. In the Western world, we make use of interactive, digital models to familiarize ourselves with situations and procedures that are actually hazardous. Through the iterative manipulation of those scenarios in virtual worlds, it is well established that we can develop several forms of knowledge that can be (partially or fully) transferred to actual situations without putting the welfare or the existence of actual moral subjects at risk. We are referring here, for instance, to flight simulators and to digital applications such as those experientially disclosing the possibility to interactively perform delicate surgical procedures or counter-terrorist operations. In those simulations, artificial intelligences are put, by design, in the condition to have their autonomy systematically limited for the sake of the intended experiential and didactical goals. 
At face value, the question of whether it would be morally acceptable to exert violence against artificial intelligences who can be considered morally relevant can only be answered in the negative: deliberately damaging or hurting subjects that are entitled to ethical consideration is by definition an evil act. The examples that were outlined up until this point can, however, be considered extreme cases where the fact that we, as humans, are already exerting violence on artificial intelligences is direct and explicit. Let us try to imagine a less obvious scenario, one in which artificial moral subjects who are highly creative and competitive are implemented in a non-violent digital game world that is meant to be enjoyable for human beings. A digital game with rules and affordances analogue to tennis or to boules could be fitting examples to stimulate the readers’ intuition on this point. Let us picture that, in the persistent virtual world of that digital game, artificial moral subjects are forced to measure their skills against human players. Would it be morally permissible, in that context, to limit the ways in which those general artificial intelligences learn and perform in order to keep the experience of playing it enjoyable for human beings? Would it be an act of evil to stunt the artificial subjects’ autonomy and aspirations in ways that this ensures that their skill levels remain comparable to that of human players, and that causes them to frequently lose against the latter?
In his 2017 essay ‘The Problem of Evil in Virtual Worlds’, Brendan Shea hypothesizes that, artificial intelligences experiencing scenarios like those outlined above “might find their lives to be worth living, at least in some minimal sense. Nevertheless, they might find the situation deeply dispiriting and frustrating” (Shea 2017, 144). On the basis of these observations, and as part of our overarching argument, we consider it meaningful to also include in our discussion the question of whether we can be deemed morally responsible, as developers, for creating worlds that are structurally ‘unfair’ for artificial moral subjects. The interlinked questions concerning the ethical viability of creating virtual worlds that are oppressive and ‘unfair’ to some of its inhabitants and of whether it would be moral to implement artificial autonomous agents in those worlds have several evident analogies with existing scholarly themes and positions, some of which are already examined in Shea’s text. In the context of the present essay, we consider it useful to focus on three of them in particular:
3.1 – The theme of animal oppression and the moral status of non-human animals
3.2 – The ethical questions concerning parenthood and procreation
3.3 – The classical problem of evil 

3.1 – ANIMAL OPPRESSION AND THE MORAL STATUS OF NON-HUMAN ANIMALS
The exclusion of any species other than Homo Sapiens from our moral circle is often referred to as ‘speciesism’, a term coined by Richard D. Ryder to denote an anthropocentric prejudice that is analogue to racism (Gruen 2017). The actions and attitudes of speciesists are deemed prejudicial on the basis of their lacking moral justification for preferring and prioritizing the interests of human beings over those of other species.
According to those opposing speciesism, any action that fails to treat the animal as inherently worthy of moral consideration is ethically objectionable. According to the animal rights movement, for example, to consider an animal as a means to some human end is to violate the fundamental rights of that animal. The use of animals in circuses and in medical research are obvious examples of such violations.
Another position opposing a speciesist one, namely the utilitarian position, advances that the moral significance of animals depends on its relationships with other competing moral claims that might be in play in a given situation (Gruen 2017). This position is commonly associated with the already mentioned Peter Singer, and argues that while the interests of all morally considerable beings are of equal importance, some actions and practices may end up violating or frustrating some of those interests without necessarily being morally wrong (see footnote 01). 
Without hoping to give a complete overview of the various questions and positions involved in the problem of the moral status of animals, we want to highlight conceptual similarities between the ethical problems involved in animal oppression and the subjugation of artificial intelligences. In line with an anti-speciesist position, if we are willing to consider animals and artificial intelligences (or at least some of them) entitled to moral consideration, then holding those animals and those general artificial intelligences captive and forcing them to take part in heteronomous activities should be considered morally impermissible.

3.2 – PARENTHOOD AND PROCREATION
Would it be ethical to knowingly generate children that will be less well-off than children that might have resulted from other decisions? Would it be morally wrong for people to choose to reproduce when they have reasons to believe that their children will lead a life that the parents deem sub-optimal? These questions concerning parenthood and procreation rely both on the parents being well-informed enough about certain states of affairs, and on how the question of what constitutes a ‘good life’ is framed. 
In analogy with the caveat expressed in the previous section of this paper, we claim that the biological processes that generate a child is, to a degree, analogous to the process of technologically developing a general artificial intelligence that is morally relevant. We argue that the decision of bringing a child to the actual world and the decision to implement an artificial moral agent in a virtual world are both non-trivial ethical assessments. From a moral standpoint, the implementation of a general artificial intelligence that is worthy of moral consideration in a virtual world might even be more ethically problematic than becoming a parent: as designers we have a higher degree of control over our creations that we do over human forms of reproduction. In our role of digital creators we would make decisions on both the production of the world and the artificial autonomous agents inhabiting that world, whereas as parents we can, at best, control the production of the child.
Inspired by the ways in which this assessment is framed in classical ethics, this section will focus on whether the information we have about the well-being of hypothetical artificial, autonomous agents could ever make it ethically viable for us to implement them in a virtual world (or, to be more specific, in a persistent virtual world designed around the needs and wants of human beings).
In the context of our thought experiment, we deem it reasonable to suppose that the human developers responsible for the creation of tennis- (or boules-) digital game-worlds have extensive knowledge about their creations. We can, at least, assume that the developers are aware that implementing those intelligences into the persistent digital game worlds that they designed will not expose those artificial moral subjects to direct acts of violence or to the risk of having their existence forcefully discontinued. By the same token, the developers must also be cognizant that those creations of theirs will be bound to a life of frustration. Implementing those artificial intelligences in specific digital game-worlds, and forcing them into certain behaviour patterns can be recognized as a form of (captive) slavery that is not unlike the one suffered, for example, by circus animals (see point 3.1). Having information about the kinds of lives that those artificial intelligences will have the possibility to lead in those worlds, would it be morally permissible for the human developers to implement them?
Back to the point of how to frame the notion of a ‘good life’, we cannot think of a single description for that notion that lists being held captive while being forced to systematically adapt one’s own behaviour to accommodate heterotelic needs as desirable characteristics. Even without adopting a specific definition for what a ‘good life’ is, we expect that autonomy will need to be featured as one of its necessary traits. In a way that resonates with arguments against slavery and animal oppression, our answer must be, once again, a negative one: it cannot be considered morally viable to implement autonomous artificial intelligences into worlds in which their interests will be suppressed by design. More generally framed: it should be morally impermissible to systematically stunt the autonomy of any moral subject.
It is good academic sportsmanship, here, to acknowledge that there are several situations that can constitute exceptions to our apparently obvious answer. For example, in our everyday life, we do not consider it immoral to limit the autonomy of a moral subject who behaves in ways that are considered damaging to other moral subjects (e.g. imprisoning a convicted felon or putting dogs on a leash when walking with them in public). Another potential exception to the moral impermissibility of limiting the autonomy of artificial moral subjects could be phrased as follows: would it still be morally wrong to act against the welfare of artificial moral subjects and to systematically limit their autonomy if those intelligences were programmed not to feel frustrated by it, or even to masochistically enjoy those heterotelic impositions? (Neely 2014, 2; Shea 2017, 143) We argue that this question is only problematic at first glance, as the limitation of the autonomy outlined above is better comparable with a lobotomy, than with - say - a vaccination. In other words, we do not see that solution as a way to preserve a subject’s long term well-being and interests in self-preservation as much as the imposition of constraint to the possibility for those artificial intelligences to fully express their autotelic interests and to experience a vaster spectrum of existential situations. We consider this original limitation to be incompatible with what could be considered a ‘good life’, or at least the kind of ‘good life’ that a subject would autonomously choose for oneself[footnoteRef:7]. [7: It might be useful to recall, in this regard, Aldous Huxley’s 1932 novel Brave New World, in which one of the central, recurrent themes is precisely whether it is preferable to be happy or autonomous. In particular, fantasizing about Huxley’s fictional world, we could ask ourselves under which conditions it would be morally viable to produce citizens in the ‘Epsilon class’, a class of human beings that is deprived of oxygen during the artificial gestation of its embryos. Epsilons mental capabilities were scientifically kept to a minimum, functioning level, which ensures that ‘Epsilons’, once grown up, will not be frustrated by monotonous labour.] 

A similar, and perhaps even more problematic case of an ‘original limitation of an artificial moral subject’s autonomy’ was raised by Shea. As customary in the software architecture underlying the way we currently build and experience virtual worlds, parts of a virtual world are only instantiated when a user or a player decides to activate them. Supposing this is the case in the virtual worlds we are considering, then autonomous artificial intelligences that are needed in a certain scenario or in a specific situation might be also be forcefully activated, deactivated, or removed from a world (Shea 2017, 143). A technical possibility to mitigate or avoid building worlds that are inherently threatening and demeaning for artificial moral subjects in the specific ways discussed above will be presented in the conclusive section of this essay.
3.3 – THE CLASSICAL PROBLEM OF EVIL
The kind of behaviours that are expected and encouraged in the majority of contemporary virtual worlds raises significant ethical concerns. The ubiquity of violence, the lack of nuance in the ethical choices afforded to the player and the inevitable ideological framing of both these aspects are only some of the most evident moral problems characterizing contemporary digital game production. Besides, as discussed in the previous sub-chapter, even supposing that the user’s behaviour within a certain virtual world were completely moral, ethical issues would still be inherent in implementing morally considerable artificial intelligences in virtual worlds. Any virtual worlds created for human purposes will, in fact, inevitably contain significant amounts of frustration for the artificial moral subjects that are implemented in those worlds. From the hypothetical perspective of those artificial moral subjects, and in analogy with the ‘problem of evil’, whoever created the world that they are part of could be considered morally responsible for the systemic and widespread suffering that they are enduring.
Several analogies can be drawn between the question motivating this essay and religious approaches to the problem of evil. Clearly, we also acknowledge many important differences between the roles and possibilities of human creators and those of the divine demiurge that the seven points listed above refer to. First and foremost, despite the possibility to create artificial, experiential worlds and a higher degree of control over their creations afforded by the digital medium, humans are obviously neither omnipotent nor omniscient. Their knowledge about the technologies they are employing is always incomplete and in progress, and so are the ways in which individuals and societies will appropriate their technological creations. What this means is that, even if human developers had indeed been motivated by benevolent intentions in creating a virtual environments and interactions, their lack of foresight and their inherent limited foresight and capabilities would make it impossible for them to design worlds that are completely free from evil, or - even more modestly - worlds that could systematically optimize the well-being of the moral subjects that inhabit them.
With these differences in mind, we now venture to formulate a version of the problem of evil that is specific to human beings as creators of virtual worlds. 
a. Any virtual worlds created for human purposes will contain significant amounts of suffering and frustration for the artificial moral subjects implemented in those worlds.
b. It is morally wrong to create a virtual world containing significant amounts of suffering and frustration when one has the power and the knowledge to create one with lesser amounts of evil.
c. It is within the power of the developer to create a virtual worlds containing lesser amounts of evil, for example by not implementing artificial moral subjects in that world.
d. It is morally wrong to implement artificial moral subjects in that world.
Once again, we are confronted with the idea that if we are willing to adopt a wide-enough conceptualization of what a moral community is, then implementing artificial intelligences inside virtual worlds that are exclusively designed with human uses and goals in mind would not be morally permissible.

4 - CONCLUSION
From the perspectives offered by the three ethical lenses discussed in the previous section of this essay, there does not seem to be a way for humans to design and create virtual worlds that do not (or, at least, do not systematically) feature evil for the artificial moral subjects who inhabit them. In this conclusive section, we consider a number of characteristics that virtual worlds could have and that might allow human developers to meet the needs of human users (or players) without violating the status of autonomous artificial agents as moral subjects.
In the introductory section of this essay, ‘autonomy’ was defined as the possibility for an individual to volitionally shape oneself in relation to the limitations and interdictions that characterize being-in-a-world (see Gualeni 2014). In analogy to its function in vindicating divine providence in view of the existence of evil, this understanding of autonomy attributes the responsibility for evil actions to the moral subjects themselves. It also accounts for the subject’s (artificial or biological) possibility to decide to take part in a world or to remove oneself from one; Albert Camus framed this fundamental aspect of existential freedom in a way that famously opened his The Myth of Sisyphus: “[t]here is only one really serious philosophical question, and that is suicide.” (Camus 1955, 3)
This specific way to frame autonomy is crucial to complete the point advanced by this essay. Up until this point, we discussed the moral impermissibility of implementing artificial moral subjects in virtual worlds exclusively from the points of view of the human developers. Would their hypothetical implementation still be ethically impermissible if those artificial intelligences were granted the possibility to autonomously decide to access and exit those virtual worlds? To complete this hypothetical scenario, we ask reader to imagine a situation in which virtual worlds are presented to autonomous artificial intelligences as artefacts, as designed environments that are meant to fulfil certain functional purposes. In this scenario, artificial intelligences would be offered epistemic access to the information and characteristics of each world they can access as well as details concerning the expected activities that will take place in them. As a result, the artificial intelligences would not be heteronomously forced in a condition of slavery, and would instead be allowed to act in those worlds with knowledge and autonomy that are comparable to the human users’ (or players’). In this hypothetical situation, autonomous artificial intelligences would not only relate to that world simply as moral subjects, but also as existential subjects (see Vella & Gualeni 2019). In extreme synthesis, if we follow our speculative trajectory, the only possible, positive answer to the question of the ethical viability of autonomous artificial intelligences in virtual worlds relies upon giving artificial moral subjects a wider, existential kind of autonomy in relation to the virtual worlds we design.
This answer to our question could perhaps be accused of downplaying the ethical responsibility of the creators of digital games and training simulations. We want to clarify, in that regard, that be believe that the developers of virtual worlds can - and probably should - be considered accountable for enabling, facilitating, or downright causing damage and frustration in moral subjects inhabiting the virtual worlds of their creation by means of their design decisions. In classical terms, they would be deemed responsible for all ‘natural evils’ in the virtual worlds they developed. Ethical practices are not exclusively a matter of direct agency: actions and behaviours are always invited, mediated, discouraged, delegated, and distorted by our technological devices and systems (see Verbeek 2011; Gualeni 2015). In line with those observations, we argue that the responsibilities of the designers, and the ways in which their ethical and ideological positions translate (consciously or less so) into material affordances and teleologies, should not be ignored or circumvented when discussing and assessing all kinds of moral scenarios.
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