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Abstract

Virtual worlds offer new ways to explore evolving forms of social interaction, including the use of non-verbal elements in online interactions used in conjunction with other communication modalities of text and voice. Non-verbal communication is an inherently human trait and, while virtual worlds provide an immersive space for interaction, they also introduce new questions regarding standards and best communication practices within them. Because virtual worlds present a richer environment with multiple semiotic modes of communication on par with face-to-face communication, they add additional channels for communication over previous text-based online interactions. In such worlds, users can purposively select and execute non-verbal behavior in a rhetorical manner when animating their avatar. Therefore, verbal communication in virtual worlds present  an intentional “speech act” in which a speaker purposefully seeks to evoke a particular response or transmit specific semantic content.  As people's behavior in virtual worlds evolves and codifies, virtual worlds as a communication platform will develop standards based on successful user practices. In this paper we describe some of the challenges and opportunities in approximating standards for non-verbal communication in virtual worlds as well as potential directions for creating more effective non-verbal communication systems. 

Introduction

Virtual worlds represent a burgeoning area for exploring new forms of social interaction, work, leisure and play.  Myriad virtual worlds are currently being implemented on various computing and mobile devices. Such worlds can be compared to early, pre-industrial societies in which artisans, scientists and various other strata of civilization met and connected in ways that encouraged cross-fertilization (Ikegami  & Hut 2008). This new (yet old) virtual public sphere presents opportunities for enhanced social interaction.  As principles of social commerce and creativity emerge in these environments, and as their social collateral increases, virtual worlds may increasingly be used for various business, education and entertainment purposes (Churchill et al, 2001).  In so doing, virtual worlds may also “remediate” our communication practices through transformed social interaction via avatars, which permit us to augment certain elements of self-presentation through avatar-to-avatar communication and interaction (Bailenson, 2006; Bailenson & Beall, 2006; Bolter & Grusin, 2000; Meadows, 2008; Taylor, 2006; Yee et al 2007a; 2007b; 2007c)

Because virtual worlds are already used as intercultural work environments, it is important to effectively study the use of non-verbal elements in online interactions in conjunction with the other communication modalities of text and voice. For instance, realizing the global potential of these shared environments, IBM is currently focusing on developing standards designed to help effectively mediate business meetings and provide ways of facilitating group communication and decision-making in virtual worlds. This essay complements this work by proposing a framework by which a standard set of gestures may be developed that can enhance understanding within online group social interaction. While virtual worlds such as Second Life provide inhabitants with several default gestures that may be used for communication, the provided gestures are useful more for their novelty or entertainment value than as specific communication tools.  A common example of this is a popular song phrase coupled with animations, or a wild and crazy dance step.  Yet, for virtual worlds to be used in business or professional contexts, the use of more normative and expressive gestures will become increasingly important to functional interactions as more people adapt their communicative behavior to virtual worlds and as these environments evolve.

Perhaps one of the most important functions of non-verbal communication is that it is an inherently human trait that is utilized during human-to-human communication and interaction. We shrug our shoulders, we raise our hand to signal that we want to ask a question, we turn our eyes to someone we want to address or to show we are paying attention to them. As humans, these types of non-verbal communication are second nature to us and are so ingrained in our communicative behavior that we do not even think twice about them. Non-verbal communication functions complement verbal speech elements, modify speech elements, or at times forms its own semantic unit (when, for instance, a “thumbs up” is given by someone outside of listening distance). As such, researchers have remarked that non-verbal communication plays an intrinsic role in human communication and interaction by mediating understanding and feedback through a variety of “backchannels” such as facial expressions, eye gaze, hand and arm gestures, and body language. Through the use of increasingly realistic virtual world avatars can be animated in a lively manner, and such non-verbal communication avatar behavior also may come to  play a key role in mediating and signaling communication, emotion, behavior and attitudes in various contexts (for a good overview, see Seif El-Nasr et al, 2009). One of the key aspects to this development is to understand that the evolution of new media may also cause an evolution of communicative behavior in humans as they adapt their communicative behavior to such environments.  

Virtual Worlds

As in earlier examples of online environments such as MUDs or MOOs, one of the major benefits to virtual worlds are that they provide the opportunity for participants to role-play and explore aspects of their identity in a malleable environment where social expectations are lower than face-to-face communication (Fine, 1983; Turkle, 1995). For this reason, virtual world inhabitants may interact more freely with others in virtual worlds due to the “medium effect” of virtual worlds, which provides a lower social barrier to interaction and provides a safer feel to communication and interacting with others. Five key principles help distinguish virtual worlds from other social media such as social networks, voice and video chat, and massively multiplayer online role-playing games:

1) Integration of physical and virtual spheres (e.g. mixed use of virtual and physical spaces) to capitalize on virtual co-location while physically remote. 

2) Interaction utilizing social network and web 2.0 capabilities in a persistent environment  

3) Immersion through the use of a sensory environment and use and manipulation of objects 

4) Interoperability with other virtual worlds or networks to form a virtual infrastructure 

5) Embodied interaction and social co-presence with other participants that may help facilitate interaction and communication that is less text-driven. (Churchill et al. 2001)

While virtual worlds provide an immersive space for interaction, they also introduce new questions regarding standards and best practices within them. Virtual worlds draw analogies to physical contexts and face-to-face communication by providing a sense of immersion through a persistent and malleable environment, and by use of avatar representations of the participant referential to the social face being proffered.  Thus, unlike primarily text-based Computer Mediated Communication (CMC) applications such as chat and group text messaging, virtual worlds capitalize on the psychological dimensions of a person’s virtual embodiment and the social presence and awareness this affords (e.g. Benford, et al. 1995; Bowers et al. 1996; Churchill, et al. 2001; Dourish & Bellotti, 1992; Lee & Nas, 2003; Lombard & Ditton, 1997). Virtual worlds therefore present a richer environment with multiple semiotic modes of communication on par with face-to-face communication, but with the added benefit of retrievability and multiple modes (channels) for communication (see Table 1).

Table 1. Semotic Modes available in CMC, face-to-face communication and virtual worlds
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For example, as part of its interface, Second Life provides multiple channels for communication that allow for rhetorical performance, including text chat, the embodied avatar representation, and animated gestures that can be selected and combined with sounds. (Figure 1).


Figure 1. Second Life interface features multiple semiotic modes

This functionality – importing non-verbal communication back into computer-mediated communication (CMC) contexts ​ is promising as a means of providing users with expanded understanding of various communication contexts.  However, performance through an avatar may also denaturalize communication processes. Because of this, virtual worlds demand a closer look at how avatar-based non-verbal communication functions. In real world contexts, non-verbal communication is second nature to us: we emit various social cues naturally through our body language, eye gaze, facial expression, and hand and arm gestures that provide others with social cues (Sproull & Kiesler, 1992). In conversations, “facial displays and gesture add redundancy when the speech situation is noisy, give the listener cues about where in the conversation one is, and add information that is not conveyed by accompanying speech” and so provide important information about the communication context (Cassell et al 2001, p. 6). Next to social cues, non-verbal communication may help to avoid ambiguity and provide feedback to those communicating. For example, nodding one's head and saying “uh-huh” signals understanding on behalf of the listener. The use of non-verbal communication can also facilitate “common ground” by allowing speakers and listeners to monitor and signal the extent to understanding of a communication context is being shared (Clark & Brennan 1991). This ability to emit non-verbal elements together with speech is so embedded in our communicative abilities that sometimes it is witnessed when people gesture while talking to someone on the phone (Cassell et al, 2001; McNeill 1992; Kendon, 1980; Manusov & Patterson, 2006). Non-verbal communication has even been witnessed in the conversations of blind people. Indeed, research on non-verbal communication indicates that only 7 percent of a message is understood by verbal means, whereas 93 percent is conveyed through non-verbal means such as voice intonation and facial expression (Mehrabian, 1972). This is because while communicating, people focus more on the context of the communication and less on the semantic content, using visual cues to make inferences about the context of the communication. A large percentage of our understanding in face-to-face contexts is therefore based upon non-verbal communication. If virtual worlds are to develop further into global workplaces, spaces for socializing or interacting, it might therefore also be key to develop a greater functionality for non-verbal communication in these environments.

While non-verbal communication is “second nature” to us in physical contexts, and we have developed mechanisms to interpret and utilize it, we do not always realize we are emitting non-verbal gestures.  A key difference can be introduced between the formal properties of non-verbal language (sign language), to less formalized non-verbal gestures (hand and arm gestures, interpersonal or proximal distance, and body language, facial expressions) and the more instinctual, subconscious displays of non-verbal communication (such as someone crossing their arms when they feel vulnerable). As such, while we may utilize non-verbal communication in real life to form impressions, at times we do not realize we are emitting such information and are unwittingly providing others with information about our emotional state, our attitude or our understanding of a particular context. In contrast, virtual worlds ask us to consciously perform these interactions through our avatar, though current means to do this are neither sophisticated nor particularly effective. In virtual worlds, a broad distinction can be made between rhetorical (intentional) and non-rhetorical (unintentional) non-verbal communication behavior. 

Rhetoric can be defined as the effective and persuasive use of symbols and language to effect action, and includes speaker intention, awareness of one's audience and communication context. The ancient discipline of rhetoric, developed by Aristotle in On Rhetoric, has developed various frameworks to study effective communication in a variety of contexts. Rhetoric, as a discipline, studies the effects of various symbolic interactions done through textual, visual, aural, or gestural means (e.g. Bizzell & Herzberg, 2002; Foss et al. 2003). While the rhetorical use of non-verbal communication involves a conscious selecting of non-verbal communication towards an effect in one's audience, non-rhetorical (unintentional) performance of an avatar is sometimes done by a less evolved understanding of the use of an avatar, a lack of understanding of a context (e.g. lack of a feedback in a timely manner), or simply by responding with one's avatar in a way that is confusing to the other person. At times what we do not do with our avatar may cause confusion (for instance, not coming closer while talking to someone), or being too close to someone (in which case, the laws of proximity dictate that the other person may feel “crowded” and will move their avatar backwards). Instances which are clear in physical, face-to-face environments require an extra effort in virtual worlds by requiring someone to “perform”one's avatar and creating a different context, in which virtual embodiment has consequences for human communication and interaction (Morie & Verhulsdonck, 2008).  

Various researchers in human-computer interaction (HCI) have discussed the effects of a medium on people's communicative behavior. Often, these discussions revolve around formally defining the affordances (channels) of a medium that can be utilized for communication and how these are utilized by humans. Some have argued people's perceptions of the richness (amount of channels available for feedback) of a medium affects the behavior they will exhibit when they communicate through that medium. Medium richness theory (Daft & Lengel, 1986) posits face-to-face communication as the “richest” medium because it provides the most ability to receive and exchange immediate feedback, to alter or modify statements, and perceive social cues (by way of non-verbal communication elements); whereas the poorest medium is an exchange through a written letter because of a lack of all of these elements. According to this theory, people will select the media by which they may utilize the most  channels for feedback. Alternately, medium naturalness theory argues that people's communicative behavior evolves along with various media and that humans adapt their behavior to the affordances of each medium and selecting of media revolves less around perceived richness (Kock, 1998; 1999; 2001; 2002; 2005). These two theories suggest different ways that people select media revolving around the principle of “richness” (amount of channels for feedback) for rhetorical efficiency or around the principle of “naturalness” - the ability of a medium to approximate the natural occurrence of communication to which humans have evolved and may adapt to despite the constraint in channels. 

In applying these theories to virtual worlds, one may ask if virtual worlds provide a “richer” or more “natural” environment for communication. Virtual worlds definitely provide a “richer” environment by providing multiple channels for communicating through text chat, voice chat, and embodied interaction at the same time, as well as synchronous interaction, whereby multiple speakers may speak at the same time. At the same time, by creating an analogue to face-to-face interaction, virtual worlds may provide a more “natural” environment to users because they allow for embodied avatar interaction through eye gaze, body language, deictics (pointing), and proximal distance as well as other non-verbal elements. A healthy tension exists between communication models that can be imported from physical interaction (such as face-to-face communication) and behavioral and evolutionary principles that are spontaneously created by virtual world inhabitants in interacting in these worlds by their adoption and use of earlier mechanisms of communication (such as emoticons and evolved understanding of text chat as a medium). Indeed, it is important to look at the evolutionary principles that a medium introduces, and to see how humans adapt their behavior to the constraints of a medium and evolve alongside with medium developments.

For this reason, we argue that an important difference exists between face-to-face communication and virtual world communication in that the latter introduces evolving new standards and practices of non-verbal communication by requiring a rhetorical (purposive) performance of non-verbal communication. Even though uninentional (non-rhetorical) non-verbal communication exists, we argue that as virtual worlds evolve and people develop better understandings of these environments as a communication medium, we may see a greater use and need for using non-verbal communication principles towards purposive and rhetorical ends. Virtual worlds require a rhetorical understanding of human-to-human interaction as they highlight how verbal and non-verbal communication can function as a purposive “speech act” towards a particular end/action (Austin, 1962). Using non-verbal elements by purposely animating an avatar indicates some level of awareness of the impact of non-verbal elements on the communication process, and as virtual worlds evolve, more formal models will need to be created to help mediate human understanding of various contexts. 

Using a rhetorical understanding of virtual world interactions, this paper proposes ideas that can converge on a framework for non-verbal communication (i.e. eye gaze, facial expressions, proximal distance, hand and arm gestures, etc.) in virtual contexts. We believe such a framework is becoming necessary as time spent in such worlds increases and their uses expand from education to business and recreation. A standard framework for non-verbal behaviors can mitigate misinterpretations due to the idiosyncratic nature of diverse virtual worlds, platforms and affordances, and provide a shared structure for understanding. 

Substantial research exists on rhetoric and non-verbal communication, spatial rhetoric, symbolic interaction, role playing, interpersonal (proximal) distance, awareness of time (chronemics) that help define the issues involved with using avatars in virtual worlds  (De Certeau, 1984, Fine, 1983; Goffman, 1958, 1963; Hall, 1982; Norman, 2002; Schechner, 2003).  Further, research in computer-mediated communication (CMC) and embodied conversational agents (ECA) has applied some of these principles towards studying the psychological dimension to human-to-human interactions and human-to-avatar interaction in virtual worlds (Herring, 2001; Cassell et al, 2001). Below, we utilize some of the ideas introduced in this body of research to develop a preliminary framework that may help towards developing the types of non-verbal communication that we see as necessary in virtual worlds. 

Rhetoric and non-verbal communication

The study of rhetoric dates back to ancient Greco-Roman civilization, when rhetoricians like Aristotle and Cicero used rhetoric to teach orators how to address the assemblies in the Greek polis. The ancient discipline of rhetoric has long sought to include non-verbal communication in a system for effectively addressing groups of people through oratory. In On Rhetoric, Aristotle (500 B.C.) emplaces non-verbal communication as one of the five canons of rhetoric, which are: 

1. invention: invention and successful techniques for locating arguments to persuade one's audience 

2. arrangement: techniques for arranging arguments  (chronological, cause-effect etc)  

3. style: techiques for causing a particular context for one's audience (formal or informal, dramatic or logical) 

4. memory: techniques for remembering elements that need to be conveyed to an audience

5. delivery: techniques for delivering an argument through speech (orality) or written (literacy) and so persuading one's audience.

In Aristotle's system, non-verbal communication is part of delivery, whereby orators may use special gestures or body language to effectively convey elements of their speech to their audience. A common occurrence of delivery can still be found in the modern-day context of a politician making a beating motion with one or two hands while emphasizing a key part of their speech. However, one could also place non-verbal communication in Aristotle's category of style, because it can be used for dramatic effect by the speaker in emphasizing the importance of what they are conveying. Cicero coined the term chironomia in his De Oratore (55 b.c.) for the study of non-verbal communication through hand and arm gestures that accompany speech. The study of non-verbal communication has been utilized in the field of visual rhetoric, which examines the relation between the visual and the textual (e.g. Handa, 2004). A large area of research suggests the primacy of the visual over the textual and verbal, simply because the visual has more immediacy and is evolutionarily more important to us as humans (Arnheim 1970; Tufte 1990). 

Besides the necessity of using non-verbal communication for communicative purposes or its visual immediacy, non-verbal communication also plays a social role in human-to-human interaction. In his analysis of social interaction, sociologist Ervin Goffman coined the term symbolic interactionism – the way we use language and symbols to negotiate our identity – to describe how our interactions are largely dependent upon performances of the self (cf. Goffman 1958, 1963). Goffman uses the term “facework” to indicate how our identity – the perception of others of us as well as our perception of ourselves – is negotiated through a “pattern of verbal and non-verbal acts” while interacting with others or in groups (1967, p. 5). The negotiation of one’s face rests upon assumptions about the tone of the conversation, impressions of the self and the way we think others perceive us determine whether or not we have maintained “face” to others. All of this is done so we can manage other people's impression of us as we interact. Much facework involves monitoring non-verbal communication behaviors through eye gaze, hand and arm gestures, posture, proximal distance or deictic referencing. In other words, the use of non-verbal communication has an important function in how we perform our own persona to others through rhetorical delivery. Likewise, we see an important function for the non-verbal performance by avatars in virtual contexts as the use of non-verbal communication lets us negotiate our identity through embodiment. 

Research in embodied conversational agents (ECAs) tend to support the idea that humans highly invest their identity in the way they may perform their avatar, and that symbolic interactionism happens through avatar-to-avatar interaction. Research on avatars and their usage has yielded some interesting results regarding how people behave through them, as well as the effects existing as an avatar in a virtual world has on the person behind that avatar.  For example, avatars that were more responsive in mimicking their human partner's behavior were rated more highly, an effect which researchers have called “the Chameleon effect” (Bailenson & Yee, 2005; Gratch et al, 2007). Further, inhabiting an avatar with highly regarded characteristics (such as attractiveness, tallness) had positive effects on the behaviors the inhabiter tended to exhibit in-world (termed “the Proteus Effect”) and such effects could also perhaps be carried back into the real world (Yee et al, 2007b). These studies point to the importance of avatar usage in virtual worlds: they are powerful social constructs that affect us both psychologically and physically. As virtual worlds turn into (global) spaces for work, leisure and socializing, our avatars may play an increasingly important role in representing our identity to others. With that comes the importance of embodiment and the affordances for effectively communicating and interacting in verbal and non-verbal ways.

In everyday interactions, it is obvious that non-verbal communication plays an important role by providing groups of people back-channel mechanisms for turn-taking, asking questions, or providing reference to objects. Non-verbal gestures such as raising a hand, turning to face someone are second nature to us in physical contexts and play an important role in grounding communication and establishing contexts.  Researchers argue that speech and hand and arm gestures are intertwined, and that gesturing, far from being ancillary or separate from verbal language, is actually an intrinsic part of face-to-face communicative processes that helps to decrease cognitive load by allowing speakers the ability to replace elements of speech with gestures (e.g. Cassell et al, 2001; Goldin-Meadow, 2003; Kendon, 1980; McNeill 1992). We transmit various (conscious or subconscious) signals regarding the context of our communication through embodied cues that are interpreted by our communication partner. Researchers distinguish various kinds of non-verbal communication based on their relation to our sensorimotoric capabilities, with a distinction made between vocalic (intonation) and non-vocalic (body language) non-verbal communication.  Mehrabain (1971) lists the following non-vocalic cues in common use:

· Oculesics: eye gaze, eye contact

· Deictics: Pointing

· Gesticulation: Hand and arm gesturing

· Proxemics: Body distance

· Chronemics: Time between interactions

In face-to-face contexts, many instances of unintended non-verbal communication take place, such as a subconscious display of emotion on our face, or an unwanted movement of a leg/arm due to nervousness while communicating with others. In virtual worlds, there is less unintended non-verbal communication, as people must consciously animate their avatar. While Second Life provides a variety of looped “wait state” animations for avatars (so that they shift their body weight, look around, and appear to be breathing) other motions or actions must be executed through a menu choice, typing a command or by selecting a pose from one’s inventory. The available actions may not always be a good match for the desired effect. 

So, in contrast to face-to-face contexts, virtual worlds contain intentional non-verbal communication as users must purposively select and execute non-verbal behavior in a rhetorical manner when animating their avatar. The intentional/unintentional distinction is important as it highlights that the use of chosen gestures affects the decoding and encoding processes that take place between speaker and listener. Encoding happens at the transmission level by the speaker; whereas decoding happens by the listener. While a speaker may encode their speech in a particular manner, a listener may fail to decode the message in a similar manner. 

For this reason, Ekman and Friesen (1969) distinguish between informative, communicative, interactive and idiosyncratic forms of non-verbal communication. Informative non-verbal behavior is behavior that may reasonably elicit the same interpretation across many observers as they share the same meaning for that behavior. Communicative non-verbal behavior are those behaviors that are “clearly and consciously intended by the sender to transmit a specifiable message to the receiver” but do not necessarily contain a shared decoded meaning. Interactive non-verbal behavior is “acts by one person in an interaction which clearly modify or influence the interactive behavior of the other person(s)” (Ekman & Friesen, 1969, p.64). Idiosyncratic non-verbal behaviors are non-verbal behaviors specific to a person that is usually not understood in a concordant manner by others but may hold meaning to someone closely related to the person (see Figure 2).

[image: image1.jpg]Idiosyncratic
]




Figure 2. Ekman and Friesen’s schemata of non-verbal behavior

Based on this schema, non-verbal behavior in virtual worlds may be roughly divided between informative – message carrying to others and idiosyncratic – non-message carrying that does not share a common meaning with others and is intrinsic to the person exhibiting such non-verbal behavior. In this broad subdivision, one can then also see a message as solely interactive (inducing behavior through a response by the other participant to the non-verbal element), or solely communicative, or a combination of informative-interactive or informative-communicative. Likewise, a communicative or interactive message may be seen as combined with the idiosyncratic and not carry across to the other participant by misinterpretation. Virtual worlds, by virtue of their interactive nature, require informative-interactive and informative-communicative non-verbals that are not-ambiguous if a common context is to be created among participants, and where idiosyncratic non-verbals may be developed as time progresses and understanding is enhanced between participants. 

Ekman & Friesen (1969) developed a framework for non-verbal communication involving different ways that people learn non-verbal communication (origins), how they use it (usage) and how it conveys information to others (coding). Based on perceived differences, they distinguished five categories of non-verbal behavior: 1) emblems, 2) illustrators, 3) regulators, 4) affect displays and 5) adaptors. Below these are briefly described (see also table x for an overview). 

Emblems “are those nonverbal acts which have a direct verbal translation, or dictionary definition, usually consisting of a word or two or perhaps a phrase” (Ekman & Friesen, 1969, p. 71). Emblems are intentionally used by someone communicating a particular message through non-verbal means. An example of an emblem is the peace sign (or victory sign) that is nearly universally understood. Depending on the context, an emblem may also mean different things – giving someone “the finger” may be humorous or offensive depending on when it is given during a conversation. Due to their direct replacing of verbal meaning, emblems usually are used as containing their own semantic meaning. 

Illustrators “are nonverbal acts that are directly tied to, or accompany, speech and serve to illustrate what is being said verbally” (Knapp, 1980, p. 125). Whereas emblems are used intentionally, illustrators may be less intentional, and people using these may be less aware of using them.  Illustrators are used as nonverbal bodily gestures that accompany speech whether this is displayed by a participant or during interaction by their partner. As such, illustrators may be the following:

· Batons – action which expresses or emphasizes a specific word

· Ideographs – action that indicates a thinking process

· Deictic – behavior that indicates objects

· Spatial – action explaining a space relation

· Kinetographs – action which describes motion (whether by people or animals)

· Pictographs  - action which draw a figure on space

llustrators are gestures that accompany speech or supplant speech elements, such as when a bodily movement signals a change in the direction of the interaction. “These may be movements that accent or emphasize a word or phrase, sketch a path of thought, point to present objects, depict a spatial relationship, depict the rhythm or pacing of an event, draw a picture of the referent, or depict a bodily action” (Knapp, 1980, p. 6-7). Researchers also find the use of illustrators happens between people interacting, and in which a high degree of synchrony exists as during interaction “we tend to match the other person’s utterance duration, loudness, precision of articulation, conversational latency, silence duration, and speech rate” (Knapp, 1980, p. 126). In contrast to emblems, illustrators do not replace speech and are used to accompany verbal speech and so alter, accompany or enforce the semantic meaning of the speech elements.

Regulators “are acts that maintain and regulate the back and forth nature of speaking and listening between two or more interactants” by helping the “conversational flow, the pacing of the exchange” through non-verbal exchanges such as head-nods, gestures, and eye gaze between participants (Ekman & Friesen, 1969, p. 90). Hence, regulators are used to initiate and terminate conversations (as in waving hello/goodbye to someone) as well as help mediate turn-taking in conversations (saying “uh-huh” and nodding one’s head to signal agreement, or raising one’s hand to indicate wanting to take a turn). Regulators are also used to help with yielding, maintaining, requesting and denying turns. 

Affect Displays “are primarily facial configurations that display affective states” but may also include bodily movements that “repeat, augment, contradict or be unrelated to, verbal affective statement” (Knapp, 1980, p. 7). Ekman and Friesen (1969) note that such affects may display “happiness, surprise, fear, sadness, anger, disgust and interest” (p. 79). Affect displays usually are not intentional. For instance, one’s face may display an emotion such as fear or surprise without intending to based on one’s reaction to a situation. As an example, a smile may signify happiness, openness, or an acknowledgement of humor. Likewise, affect displays differ per culture and context. 

Adaptors “are behavioral adaptations we make in response to certain learning situations – for example, learning to perform some bodily or instrumental action, learning to manage our emotions, learning to satisfy our needs, or learning to get along with other people” (Knapp, 1980, p. 133). According to Ekman and Friesen, these behaviors were learned in childhood “associated with certain drives, with certain felt emotions, with expectancies, with types of interpersonal interactions”, but only a small fragment is displayed in adult situations as habituated subconscious behavior (1969, p. 92). Ekman and Friesen distinguish three different types of adaptors: self-, object- and alter-directed. 

· Self-adaptors - relate the use of one’s own body to display conscious or subconscious emotional states. 

· Object-adaptors - used when one manipulates objects such as writing or smoking or exhibit a particular kind of movement associated with the objects, such as ticking one’s teeth with a pencil. 

· Alter-directed adaptors - are learned from our earliest interpersonal interactions, by which we regulate our behavior. 

As an example, some believe that the movement of legs during an interaction may exhibit “kicking agression, sexual invitation, or flight” (Knapp, 1980, p. 8). As mentioned earlier, while Ekman and Friesen’s taxonomy helps to distinguish non-verbal communication elements in real-world contexts, the use of non-verbal behavior in virtual worlds is mostly based on intentional use by the user, requiring a modification of this taxonomy based on this new rhetorical context. 

While it is possible to use one’s mouse to look at someone else (which mimics eye gaze), or to modify one’s distance from someone else’s avatar (which mimics interpersonal distance), most commercial virtual worlds do not provide a way to mimic or track other subconscious unintentional non-verbal behaviors and cues exhibited by a user. There seems to be a gap in current virtual world research in describing models of non-verbal communication that take into account the difference between intentional (rhetorical) use of non-verbal communication and those exhibited in real-world physical contexts. Moreover, this signals an important area of research for designing virtual worlds: namely an opportunity to create subconscious non-verbal communication cues that model and use a person’s real-world behavior in greater fidelity. At the same time, people may not want to exhibit such behavior, and instead be more comfortable in using virtual worlds precisely because there is a high degree of control in using their avatar and so exhibit only specific kinds of social presence.

Towards a model of Virtual World Non-Verbal Communication

As described in the above sections, non-verbal communication plays a key role in human communication and interaction. We emit social cues, achieve common understanding, provide feedback through backchannel information (e.g. headnods) and transmit semantic information about the context of communication.  In so doing, we also “perform” the self through embodiment and maintain face while uttering verbal and non-verbal information. Rather than simply being complementary to speech, non-verbal communication is essential to our understanding, and as humans have evolved, so too has our understanding of the function and use of non-verbal communication in various contexts. 

Our model of non-verbal communication is based on Ekman and Friesen's main distinctions of gestures, but with the understanding that the types of non-verbals uttered are countless, and that virtual worlds are not as natural as face-to-face communication in that they require we animate our avatars in a rhetorical manner. Likewise, as human behavior evolves and media evolve, so we will see an evolution of behavior based on the interactions that humans have in these mediated environments. We see Gidden's (1984) theory of structuration as crucial in this evolution. Giddens (1984) holds that interactions within structures are dependent upon a “duality of structure” whereby the actions of humans are constrained by structures that are also constantly remade by the actions of humans. As a result, the theory of structuration posits that environment structures human behavior and is structured by human activities. By indicating what can and cannot be done, environments constrain human activity. At the same time, human activity may develop new uses for that environment and so change its purpose and function. A symbiotic relation therefore exists between the environment’s affordances and human activities as they shape each other. As virtual worlds change and are integrated in our everyday lives, so too will our behavior change as we seek out its potential and evolve in our communicative behavior. 

As we discussed above, some of the behaviors of our avatars are unintentional (either through preprogrammed “wait states”, or simply by ignorance on the part of the user). Our model presupposes that non-verbal communication in virtual worlds will develop as an intentional “speech act” in which a speaker seeks to evoke a particular response or transmit specific semantic content.  A common framework for non-verbal behaviors in virtual worlds must include both rhetorical acts (actions of choice), as well as those that are procedurally driven by the utterances or the psychological state of the avatar.  Such a system should exhibit real time responsiveness, and a wide range of available attitudes and movements for the full complement of body and facial elements. We see standards as always emerging, and our framework allows for evolutionary development. Rather than suggesting each environment implements them in a rigorous top-down fashion, we argue that standards should be loose enough to be modified and allow for evolution; provide some overlap with real-world non-verbals but should not strictly emulate or mimic face-to-face interactions solely; and that standards are continually evolving as users adopt technology towards their own ends. An evolutionary perspective suggests that a medium affects and is affected by users adapting to its affordances and creating novel ways to communicate through them. This also means that users will bring their prior experiences with other media, such as text chat, to virtual worlds. Likewise, we think this perspective also needs to be applied to non-verbal communication: as practices shape interaction, so do users shape the medium itself and the interactions that take place within a particular medium, as a result of which standards may change and so forth. Applying standards requires understanding why and in what context people would use gestures. This calls for a rhetorical understanding of why people use gestures to perform communication and interaction with others through an avatar.

Model:

Our model distinguishes between intentional and unintentional non-verbals, as well as eye gaze, hand and arm gestures, and proximal non-verbal gestures. Since our model is attuned to rhetorical effectiveness, we present those categories of gestures that we think will be most important to model and develop in virtual worlds. As mentioned above, Ekman and Friesen's model distinguishes various kinds of gestures with a variety of gestures with very specific meanings (emblems) to those less specific and based on learned or emotional states. Below, we extrapolate their model to virtual world contexts in order to signal important directions we will need to look for designing non-verbal communication elements. 

	Gesture
	Meaning
	Face to Face context importance
	Virtual World context Importance
	Modalities 
	Example of VW avatar gestures

	Emblems 
	gestures which have a 1:1 relationship to a concept (thumbs up)
	Medium (used when verbal channel blocked)
	Low (rarely used)
	Hand and arm gestures
	Thumbs up

	Illustrators 
	gestures which accentuate and accompany speech elements (moving one's hand to accentuate one's point)
	High 
	Low (verbal utterances take precedence and are more easily done)
	Hand and arm gestures 
	Beat-like motions (gesticulations), numerals, pointing

	Regulators
	gestures which accommodate interaction (turn-taking signals)
	Medium (one speaker at a time)
	High (multiple speakers require turn-taking mechanisms)
	Eye gaze, hand and arm gestures, body language
	Head nods, Eye contact, deictic referencing (pointing for turn)

	Affect Displays


	gestures which display emotions (facial expressions)
	Medium (speaker may also use tone with verbal content to signal their emotional state)
	High (signals the speaker's emotional state and has to be consciously indicated)
	Facial Expressions, hand and arm gesture, head nods
	Facial expressions 

	Adaptors 
	gestures which are learned and instinctual (tapping of the leg to signal impatience)
	Low (subconscious)
	High (have to be consciously performed)
	Proxemics, chronemics
	Proximal distance (in and out of conversation)


In contrast to face-to-face communication, non-verbal communication has to be performed intentionally, and therefore, the user has to willingly select elements of the interface to signal different states to the receiver. A certain level of competence has to take place before this will be a smooth process. As the above table shows, a certain level of rhetorical selection would have to take place in virtual worlds in a manner that is adverse to the naturalness by which we do this in physical, real world contexts. As opposed to subconscious demonstrations of non-verbal communication (such as adaptors, illustrators), or even conscious elements (emblems), virtual worlds require a greater focus on designing affect displays (emotional states emitted by the user) and regulators (turn-taking) which are usually performed unintentionally and naturally in face-to-face contexts. So far, very few virtual worlds have utilized the multimodal opportunities in these areas.

For instance, by a simple utilizing of a smiley emoticon at the end of a chat text that is tied to an animation that lets an avatar smile, people may utilize such elements in displaying the tone of their conversation. Since our model depends upon an evolutionary perspective of medium use, this would help people quickly display an emotional state as it ties into their experience of chat and using emoticons. Likewise, implementing feedback systems that signal that someone is sharing their eye gaze with you may help signal the feeling that one is being listened to and enhance the feeling of the other person's avatar being socially present rather. Making people aware that they need to come closer to share proximity in order to talk to someone within a virtual world will also indicate the importance of sharing the same space for communication. Allowing people to execute chat speech while animating their arm with a mouse may also help to create some of the abilities for emphasis and deictic referencing (pointing at objects or people), which may help in turn-taking. While from our perspective we do not advocate that the standards for non-verbal communication be taken solely to mimic face-to-face communication, we do think that elements of face-to-face communication can be incorporated in virtual worlds and can be useful as standards. However, as shown above, the intentional gestures which are most used in face-to-face communication become less important in virtual worlds as semantic content is easily expressed verbally through chat text, whereas the unintentional non-verbal elements of the communication such as eye gaze, facial expression, proximal distance (which come natural to us in face-to-face contexts) are thought less of but require better mechanisms for feedback in virtual worlds considering their importance in a virtual context. 

Conclusion

Virtual worlds present us with a dilemma. As a medium of communication, virtual worlds are somewhere between face-to-face communication and text chat. While there are opportunities for embodied interaction and the feeling of sharing the same space, confusion may arise between users of virtual worlds as to the “richness” and “naturalness” of virtual worlds as a medium. In this paper, we argue that people's behavior in virtual worlds will depend upon their adaptation of virtual worlds as a communication platform. In this respect, standards evolve as environments and user practices influence and evolve alongside them. Rather than prescribe a model for non-verbal communication, we described some of the difficulties in approximating standards of non-verbal communication in virtual worlds. While various non-verbal elements such as proximity, eye gaze, and affect displays are usually unintentional (but very necessary) in face-to-face contexts, these elements, if they are to be used, have to be performed in a rhetorical manner in virtual worlds. Rather than designing specific elements for emblems (which are semantically diverse and very specific), designers of non-verbal communication in virtual worlds are given a hard task of making the uninentional elements of communication intentional elements. Mechanisms for this are not easily designed, but as we argue, utilizing people's rhetorical understanding of chat as a medium (and using emoticons and tying to non-verbal actions) may present one way to start developing such standards.  
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